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Key Transactions
Depending on the nature of your web application, some transactions may be more important to you than 

to others. If you’re an e-commerce company, for example, you’re likely interested in seeing transactions 

for sign-ups or purchase confirmations. Alternately, if your biggest concern is around performance, then 

transactions from searches or logins will probably be most important to you. These are what we would call 

your key transactions.

New Relic’s Key Transactions feature lets you closely monitor and report on what you decide are your app’s 

key transactions, such as end-user and app response time, call counts and error rates. You can also set alert 

threshold levels for notifications when your key transactions are performing poorly. 

The first time you use the Key Transactions dashboard, a Welcome page appears. After you create one or 

more key transactions, the dashboard lists key transactions for all apps.

TO CREATE A KEY TRANSACTION

1.  From the New Relic APM or New Relic Browser menu bar, select Key transactions, and select Add more. Then select the app 
and web transaction OR from the selected transaction, select Track as Key Transaction.

2. Type a name for the key transaction, and select Track Key Transaction.

3.  If the agent for the selected app supports custom alerting, use the default values that New Relic automatically fills, or select 
Edit key alert transaction policy to set the Apdex and alert threshold values.

4. To view the key transaction dashboard details, select View new key transaction.

 
The Key Transactions dashboard immediately refreshes and shows the Overview dashboard for your new transaction.
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VIEWING KEY TRANSACTIONS

Once you’ve created one or more key transactions, here’s how 
you can view them:

Select Key Transactions from the top navigation bar. To drill 
down into details about a specific key transaction:

1. Select its name.

2.   Select the type of view for app servers and browsers. 

The Transactions menu lists each key transaction by its 
customized name, and the associated app’s name appears 
below it. You can sort the list by any column heading and use 
any of the standard user interface functions.

To view detailed information, select the key transaction’s name 
on the Transactions list. The dashboard immediately refreshes 
with the selected key transaction’s Overview information.

The key transaction’s Overview dashboard presents summary 
information about your key transaction in charts and tables. 
From here you can drill down into specific details or select other 
tabs to view additional data.

ALERTS FOR KEY TRANSACTIONS

When you select a key transaction, you have the option to view 
its alert history and a link to the associated alert policy. To 
review key transaction alerts:

• From the New Relic APM or New Relic Browser menu bar, 
select Key transactions > (selected key transaction) > 
Alerts. 
OR

• From the New Relic APM or New Relic Browser menu bar, 
select Key transactions > (selected key transaction) > 
Overview, and then select an alert link from the Recent 
events list.

For more information, see View a key transaction’s  
alert information.

The first time you use the Key Transactions dashboard, a Welcome page will appear. After you create one  

or more key transactions, that dashboard will include a list of transactions for you to take a closer look.

https://docs.newrelic.com/docs/accounts-partnerships/accounts/account-setup/users-roles#functions
https://docs.newrelic.com/docs/apm/transactions/key-transactions/viewing-key-transactions#key_overview
https://docs.newrelic.com/docs/apm/transactions/key-transactions/view-key-transactions-alert-information
https://docs.newrelic.com/docs/apm/transactions/key-transactions/view-key-transactions-alert-information
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SLA REPORTS FOR KEY TRANSACTIONS

Interested in getting daily or weekly Service Level Agreement 
(SLA) reports for your key transactions? No problem. You can 
view the information from the New Relic Transactions dashboard, 
or download it as a file with comma-separated values (CSV). The 
SLA reports include information about requests, response times, 
and end user satisfaction levels (a.k.a. Apdex values).

To view or download SLA reports for a key transaction:

1.  From the New Relic APM or New Relic Browser menu bar, 
select Transactions > (selected key transaction) > SLA report.

2.  Use any of New Relic’s standard user interface functions and 
dashboard features to drill down into detailed information.

3. Select Daily or Weekly to view report data for that range.

4.  Optional: To download the report as a CSV file, select 
Download this report as .csv.

Error Analytics
If you want to analyze the errors being reported by your applications, the New Relic APM Errors page is just 

the ticket. The Errors page will provide different data views depending on your account level, agent, and 

time window. The Errors page can be used to:

• Assess the health of your applications with fine-grained data on error events over the past 8 days.

• Identify long-term trends with error rates for periods longer than 8 days.

• Review recent error traces to diagnose and resolve specific errors.

https://docs.newrelic.com/docs/accounts-partnerships/accounts/account-setup/users-roles
https://docs.newrelic.com/docs/data-analysis/user-interface-functions/view-your-data/standard-page-functions
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To view the Errors page:

• From the New Relic menu bar, select APM > Applications > (selected app) > Events > Error analytics.

OR

• From the New Relic menu bar, select APM > (selected app) > Monitoring > Overview, and then select 

the Error rate table’s title.

Use any of New Relic’s standard user interface functions and page functions to drill down into detailed information.

Click here to learn more about using New Relic APM error analytics.

EVENT AND METRIC VIEW COMPATIBILITY

The Errors page provides two different data views. Error traces 
are available for both. 

Error events: An error event view with two independently 
filterable charts and heat map is available to Pro and Enterprise 
customers with a supported agent for time periods within the 
past 8 days.

Error metrics: An error metric view is available for other 
account types, and for any time period that falls outside or 
extends beyond the past 8 days.

The following agents fully support both data views:

• Java 3.21.0 or higher

• Node.js 1.24.0 or higher

• PHP 5.1.130 or higher

• Python 2.58.0.43 or higher

• Ruby 3.134.0.305 or higher

If you are using the .NET agent, you need to be in version 3.1.65 
or higher to access all the features of the metrics view on the 
Errors page.

https://docs.newrelic.com/docs/apm/applications-menu/events/view-apm-error-analytics
https://docs.newrelic.com/docs/apm/applications-menu/events/view-apm-error-analytics#error_event
https://docs.newrelic.com/docs/apm/applications-menu/events/view-apm-error-analytics#error_metric
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Server Monitoring
In addition to a wide range of application performance monitoring tools, New Relic Servers also lets you 

see which servers have capacity issues and immediately take corrective action. After all, how can you know 

the application is healthy if you can’t see the server it’s running on? Specifically, New Relic Servers allows 

you to view and analyze critical system metrics, including CPU usage, physical memory, network activity, 

processes, and disk I/O utilization and capacity. 

To start viewing details about your servers’ health and recent server events, install the New Relic Servers 

agent for your server. Click here for details about installing New Relic Servers for Linux. Click here for 

details about installing New Relic Servers for Windows.

Once complete, go to the New Relic menu bar and select Servers. The Servers dashboard lists all of your 

servers reporting to New Relic’s collector, including the server host names, current CPU, memory, and disk 

usage. You’ll notice a color-coded “traffic light” indicating each server’s current health.

UNDERSTANDING SERVER “TRAFFIC LIGHTS”

• Green: The server is A-OK.

• Yellow: A warning that the server is experiencing some non-critical issues.

• Red: A critical alert that something is wrong with the server, or that the New Relic agent on this server is unable to 
communicate with the collector.

• Gray: No data is being reported for the server.
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If you want to ... Do this ...

Change the order that servers appear 
on the list

Click any column heading to sort in ascending or descending order.

Add a server to the dashboard Click Add more and then follow the installation instructions for your 
specific platform.

Delete a server from the dashboard To delete a server completely, make sure its “traffic light” is gray. Then 
click Delete. If you want to remove it from the list without deleting it 
completely, use the filter or search options.

Filter the list of servers To filter or search by server name, app name, or tags, select the filter 
option. Or to search by host name, type the name in the search window.

Filter the list of recent events Click the icon for specific types of events: notifications, critical alerts, 
warnings, deployments, or All. 
 

Set up an RSS feed for server events On the Recent Server Events section of the dashboard, click the orange 
RSS icon.

View details about a server's health Click the server’s name to go to the Server Overview dashboard. Or, click 
the CPU, Disk IO, Memory, or Fullest Disk field for a specific server to see 
details about that specific metric for a server. For example, to view the list 
of processes running on a server, sorted by CPU usage, select the  CPU 
field for the server.

View details about an event Click the corresponding link for the event.

Define the alert thresholds for one or 
more servers

Click the gear icon, and use the Alerts and thresholds popup to type in 
the Caution (yellow) and Critical (red) values. For more information, see 
Server monitoring alerts.

Identify who receives alert 
notifications about one or more 
servers

Click the gear icon, and then select Configure server alerts.

See a server that’s not green and want to find out what’s going on? To view summary and detail information 

about a specific server, select the server you want to check out from the Servers list. By default, the server’s 

Overview page will appear.

https://www.google.com/url?q=https%3A%2F%2Fnewrelic.com%2Fdocs%2Fserver%2Fnew-relic-for-server-monitoring%23installation&sa=D&sntz=1&usg=AFQjCNGmpmQtwkFN4oB6H1pP1SgVcWKTLQ
https://docs.newrelic.com/docs/alerts/alert-policies/understanding-alert-policies/server-monitor-alerting
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SERVER OVERVIEW

The Server Overview dashboard shows summary information 
about a specific server for a selected time period, including:

• Charts with CPU usage information, load averages, physical 
memory, disk utilization, and network I/O.

• Information about the operating system and architecture, 
including the number of CPUs and the amount of RAM 
installed on the host.

• The list of applications being monitored by this server, 
including the response time, throughput, and errors. (Tip: 
For additional details, point the app’s “traffic light” or click 
on the app’s name.)

• A sortable list of running processes, including the name, 
user, count, and CPU and memory usage.

SERVER PROCESSES

If you want to check out all the processes running on a specific 
server, go to Servers > (selected server) > Processes. From the 
selected server’s Processes dashboard, you can:

• View the list of processes as a graph (default) or table.

• Sort the list of processes by memory or CPU usage*.

• View a chart of the top five memory consumers and a chart 
of the top five CPU consumers for the server.

• Point to or select any process for additional details, 
including memory and CPU statistics over time.

Use any of New Relic’s standard user interface functions and 
dashboard features to drill down into detailed information.

* New Relic averages CPU usage for the time reported, not for the time window. This helps highlight 

processes that had high CPU usage but only reported briefly.

https://docs.newrelic.com/docs/servers/servers-pages/servers-ui/processes-page#cpu
https://docs.newrelic.com/docs/accounts-partnerships/accounts/account-setup/users-roles#functions
https://docs.newrelic.com/docs/data-analysis/user-interface-functions/view-your-data/standard-page-functions
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Organize your servers and apps
In New Relic Servers, APM, and Synthetics, you can label and organize your servers and apps so they “roll 

up” into an unlimited number of meaningful categories. You can also easily sort, filter, and page through all 

your apps, servers, or monitors from their index pages.

By creating labels for categories and their values, and then rolling up apps and servers into specific 

categories, New Relic account owners and admins can identify useful groups. This makes it easier to find, 

view, and compare only the apps or servers that are meaningful to you. You can also see the health status 

for categories (and apps or servers within categories) at a glance.

CREATE LABELS AND CATEGORIES

*Owners and Admins

To add a server or app to one or more categories, assign a meaningful label to the category first. You can create as many labels 
for an app or server as needed. You can also assign an unlimited number of apps or servers to a category.

• From the New Relic menu bar, select APM, Servers, or Synthetics.

• From the index, select Show Labels > On.

• To assign an app, server, or monitor to a category, select the plus + icon by its name.

• Follow the guidelines to type the label; use the format Category:Value.

• To save the new label, press Enter or Return.

Once you’ve created your labels and categories, head on over to our Docs site to learn how to view categories, 
view apps and servers by label, or remove a label from an entity.

https://docs.newrelic.com/docs/data-analysis/user-interface-functions/organize-your-data/labels-categories-organize-your-apps-servers#guidelines
https://docs.newrelic.com/docs/data-analysis/user-interface-functions/organize-your-data/labels-categories-organize-your-apps-servers#viewing-rollups
https://docs.newrelic.com/docs/data-analysis/user-interface-functions/organize-your-data/labels-categories-organize-your-apps-servers#viewing-by-label
https://docs.newrelic.com/docs/data-analysis/user-interface-functions/organize-your-data/labels-categories-organize-your-apps-servers#removing
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NETWORK PERFORMANCE

Curious to see what’s going on in a specific server’s network? 
You can view a list of network interfaces and an indication of 
network transmit/receive throughput by going to Servers > 
(selected server) > Network.

From here, you can select a network interface from the list to 
view details about Bandwidth (Kb/s), Packets per Second, or 
Errors Per Second over time. You can also point to, click, or 
drag anywhere on the charts for additional details.

DISK PERFORMANCE AND UTILIZATION

The Server UI also lets you view information about I/O 
utilization. To view these details, go to Servers > (selected 
server) > Disks.

The Disks dashboard shows a list of disks along with an 
indication of how much space is in use on the disk, and how 
much I/O utilization is taking place. Click any disk on the list  
to view a detailed breakdown of I/O Utilization, I/O Rate 
(MB/s), I/O Operations per Second, and Space Usage over 
time. For example, the Space Usage indicates how much  
space might be in use seven days from now, and an estimate  
of when the disk might reach capacity.

As outlined above, there’s a lot you can do with New Relic Servers. And getting a glimpse into your server 

health is just as important as viewing the application — because the greater visibility you have, the greater 

ability you have to stop any potential issues from escalating. 

https://www.google.com/url?q=https%3A%2F%2Fnewrelic.com%2Fdocs%2Fserver%2Fnetwork-dashboard&sa=D&sntz=1&usg=AFQjCNF55_3WUap5gvgmqdGiHIaIHCsblQ
https://www.google.com/url?q=https%3A%2F%2Fnewrelic.com%2Fdocs%2Fserver%2Fdisks-dashboard&sa=D&sntz=1&usg=AFQjCNGbQDr8hZFzmjBYm67dWI3dnYILTQ
https://www.google.com/url?q=https%3A%2F%2Fnewrelic.com%2Fdocs%2Fserver%2Fdisks-dashboard&sa=D&sntz=1&usg=AFQjCNGbQDr8hZFzmjBYm67dWI3dnYILTQ
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New Relic Alerts
New Relic offers a single tool to manage alert policies and alert conditions that focus on the metrics you 

care about most. This includes:

• Applications monitored by New Relic APM

• Client-side metrics monitored by New Relic Browser

• Servers monitored by New Relic Server

• Key transactions monitored by New Relic APM and New Relic Browser

• Plugins from New Relic Plugins

• Monitors from New Relic Synthetics

• New Relic Mobile, including external services

Good alerts are about notifying individuals or teams about changes in the systems for which they are 

responsible. With New Relic Alerts, you can follow an alert from the initial warning to its final resolution, and 

examine patterns to help avoid alertable situations in the future. 

You can set up alert policies and notification channels for all New Relic account types.

CREATE AN ALERT POLICY

1.  Start by giving the new policy a meaningful name (maximum 
64 characters); for example, the group or team’s name, or the 
set of resources or services the alert policy is targeting.

2.  Create one or more conditions in the policy that target your 
resources monitored by New Relic products (maximum 100 
conditions per policy).

3. Define thresholds that trigger the alert incident.

4.  Make sure each alert condition has a concise and meaningful 
name, to be used in notification messages to quickly identify 
the condition.

5.  Optional: Include the runbook URL so that personnel 
responsible can follow standard procedures efficiently to 
manage the alert.

6.  Create one or more alert notification channels, and assign 
one or more channels to the policy.

7.  Specify how you want New Relic Alerts to roll up incident 
records when targets across your infrastructure violate one 
or more alert conditions.

Repeat the steps to add more conditions or notification 
channels to an alert policy as needed.

Learn more about alert policy workflow here.

https://docs.newrelic.com/docs/alerts/new-relic-alerts/getting-started/alerts-glossary#alert-policy
https://docs.newrelic.com/docs/alerts/new-relic-alerts/getting-started/alerts-glossary#alert-channel
https://docs.newrelic.com/docs/alerts/new-relic-alerts/configuring-alert-policies/alert-policy-workflow
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CREATE NOTIFICATION CHANNELS

Notification channels are where New Relic Alerts send alerts 
when incidents are opened, acknowledged, or closed. Here are 
the types of destinations you can set as notification channels 
for alerts:

• User

• Email

• HipChat

• OpsGenie

• PagerDuty

• Slack

• VictorOps

• Webhook

• Campfire

To create a notification channel:

1. From the New Relic menu bar, select Alerts > Notification channels.

2. Select + New notification channel.

3. From Channel details, select the type of channel.

4. Enter the required information for your selected channel type.

5. Select Create channel.

6. Optional: Select Send a test notification.

7. Add the notification channel to one or more alert policies.

To learn more about managing notification channels, click here.

https://docs.newrelic.com/docs/alerts/new-relic-alerts-beta/managing-notification-channels
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Best Practices
Now that you’ve got a basic understanding of New Relic’s key features, you’re ready to start getting serious 

with your AWS monitoring. Here are five best practices that can help you boost end-user experience, 

simplify performance management, and reduce the cost of your AWS environment.

1. Roll up your apps, instances, and servers 
There’s no need to roll up your sleeves when it comes to monitoring AWS in New Relic—just be sure to 

use labels and rollups if you’re looking to make life easy. Using New Relic APM, New Relic Servers, and 

New Relic Synthetics, you can cut through the noise of individual EC2 instances by labeling and organizing 

your apps, instances, and servers so they “roll up” into an unlimited number of meaningful categories. This 

makes it easier to find, view, and compare only the apps or servers that matter to you, or quickly see the 

comparative health status for categories (such as Instance Size, Region, or AMI) at a glance.

2. Consolidate your metrics into one view
If you’re running on AWS, you’re likely already looking at the metrics available in CloudWatch, but rather 

than toggle back and forth between Amazon’s monitoring service and New Relic, you should install 

New Relic’s AWS plugin to bring everything together into one view. By installing this single plugin, you can 

view data from key AWS tools such as AWS Elastic Beanstalk, Amazon EC2, Amazon RDS, and more via 

CloudWatch, alongside your New Relic application data. This way you can not only see how changes in your 

AWS environment are impacting performance, but also where you may be under- or oversizing your EC2 

instances, which can help reduce cloud costs.

3. Automate your setup
When you’re operating in a dynamic AWS environment, your underlying infrastructure is constantly shifting. 

And while AWS CloudFormation takes care of provisioning the resources, it raises the obvious question 

of how your application software is deployed, configured, and executed on your Amazon EC2 instances. 

That’s why you should consider using an automation solution like Chef or Puppet, which can automatically 

configure your systems and apps that sit on top of your infrastructure. Both tools make life easier by 

allowing you to automate your entire deployment and management process. And both can be easily 

integrated with New Relic.

http://newrelic.com/application-monitoring
http://newrelic.com/server-monitoring
http://newrelic.com/synthetics
https://aws.amazon.com/marketplace/pp/B00DMMUO0O
http://aws.amazon.com/cloudformation/aws-cloudformation-articles-and-tutorials/
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4. Set up proper alerting
Sometimes it’s hard to stay on top of every transaction and traced error. That’s why New Relic makes it easy 

for you to stay in the know by allowing you to set thresholds for alerts on various metrics relating to your 

AWS applications, servers, and key transactions. You can manage alerts by creating specified user groups 

and by leveraging New Relic’s integrated alert channels, including HipChat, OpsGenie, PagerDuty, Slack, 

VictorOps, and Campfire. If you’re using a different alerting solution, use our Webhook feature to send a 

JSONObject anywhere you choose.

5. Keep an eye on the entire stack
The great thing about using New Relic to monitor your AWS applications is that it doesn’t just give you 

visibility into a certain portion of your application stack, but lets you see the entire thing. If you spot a 

performance problem in New Relic APM, for example, you can easily trace that back to the hardware side 

using New Relic Servers or vice versa. You can test your app from outside the firewall using New Relic 

Synthetics, see what’s going on at the interaction level using New Relic Browser, and also organize, query, 

and visualize all this data using New Relic Insights to answer key questions about application and customer 

experience—all in real time.

Want to learn more about optimizing your AWS 
applications using New Relic?

Visit the Documentation site

Check out New Relic University

Contact us at aws@newrelic.com
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